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T h i s  i s  one of a series of methodology transfer papers 
developed by the Institute for Program Evaluation. The purpose 
of a methodology transfer paper is to provide GAO evaluators 
wlth a clear and comprehensive background of the basic concepts 
of an evaluation methodology. Additionally, general and spe- 
cific applications and procedures for using the evaluation 
methodology are provided. 

The paper defines and describes an evaluation method-- 
causal analysis. Causal analysis is not a panacea for evalua- 
ting programs. Like all evaluation techniques, it has advan- 
tages and limitations. Causal analysis is offered, however, as 
one way to improve the quality of some GAO evaluations. 

TO THE READER 

This paper is designed to be self-instructional. Through 
reading it, you should be able to gain (1) an understanding of 
the basic concepts and techniques for using c a u s a l  analysis and 
( 2 )  the abillty to recognize appropriate circumstances in a job 
for using these techniques. The body of the paper contains, for 
the most part, non-technical information. Appendix I 1s a glos- 
sary of technical terms. Appendix 11 and appendix I11 should be 
valuable to anyone who plans to make or wishes to understand the 
statistical calculations used in causal analysis. Appendix I1 
provides step-by-step instructions for using the statistical 
technique of path analysis. Appendix I11 presents an example of 
applying causal analysis to the evaluation of prison parole out- 
comes. 

Fortunately, an evaluator has several resources available 
at GAO to help with any statistical analysis. The Specialized 
Skills/Technical Assistance Group in the Institute f o r  Program 
Evaluation can provide direct support to an evaluator. Addi- 
tionally, the evaluator has access, through any GAO computer 
terminal, to statistical packages--such as SPSS (Statistical 
Package for the Social Sciences)--that perform the statisti- 
cal computations. 

We would appreciate comments on the job-related usefulness 
of t h i s  paper. A brief questionnaire is provided f o r  this pur- 
pose on a tear-out sheet on the last page. 

OVERVIEW 

Causal analysis helps an evaluator identify what a f f e c t s  
program results and to what  e x t e n t .  Causal analysis helps 
answer questions such as:  Khat combination of Program pro- 
cedures, components, resources, and constraints causes a par- 
ticular result? To what extent do economic, social, and 2oliti- 
cal f ac to r s  a f f e c t  a program? 
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Causal analysis is a two-phase process. T h e  first phase-- 
causal modeling--can be used to describe asstimed cause and 
effect relationships between program outcome(s) and c e r t a i n  k e y  
fac tors  and activities f r o m  within and outside the proqram. The 
second phase--path analysis-is used to analyze staiistically 
the assumed causal relations. T h i s  secund phase may be infeasi- 
ble because of data or other restrictions. Nevertheless, causal 
modeling alone enables evaluators to deve lop  a systematic under- 
standing of assumed causeleffect relationships. 

This paper describes and illuatrates applying causal analy- 
sis in program evaluation. It presents a framework for modeling 
cause and effect relationships, instructions for testing a 
model's adequacy and for estimating the relative strength of 
direct and indirect influences, and examples of using the tech- 
nique. 

Chapter 1 discusses the concept of causality and its rele- 
vance to program evaluators. It specifies three conditions t h a t  
should be analyzed before inferring that a causal relationship 
exists between t w o  phenomena, 

Chapter 2 presents an approach for constructing causal 
models f o r  program evaluation. This approach requires evalua- 
tors to: 

--establish the evaluation's scope and' focus by 
specifying a f i n i t e  s e t  of variables, 

--make assumptione about the selected variables' 
causal interrelatedness and about the effects 
of known variables that are o m i t t e d ,  and 

--test the model's adequacy by determining whether 
it is consistent with data. 

Path analysis, described in chapter 3, is a statistical 
technique that can be used to test a causal  model's adequacy 
based on predetermined c r i t e r i a .  This technique requires con- 
structing a "path diagram" of the major variables and their 
relationships, calculating the magnitude of the assumed causal 
associations, analyzing and revising the assumptions, and inter- 
p r e t i n g  the final path diagram. This chapter defines path 
analysis and discusses data requirements and potential applica- 
t i o n s  i n  program evaluation. 

Chapter 4 discusses potential applications of causal ana ly -  
sis in program evaluation. It examines three g e n e r a l  evaluation 
situations in which the technique can be applied: 

--to f i n d  out if an observed effect was really due 
t o  a program or activity, 

--to i d e n t i f y  a program's effects, or 
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--to understand why a program had a consequence 
other than what was expected, 

Examples and a few variations of these situations are presented 
to show how causal models could be specified and how path 
analysis may be used. Finally, some of the limitations of 
causal analysis are discussed. 

Many people contributed to this document via the review 
process. In particular, we benefited from peer reviews by four- 
teen staff from the Institute for Program Evaluation and from 
outside reviews by Hubert Rlalock (University of Washington), 
S a u l  Gas8 (University of Maryland), Larry Gordon ( Y n i v e r s i t y  of 
Maryland), and Michael Scriven (University of San Francisco). 
we gratefully acknowledge t h e i r  assistance. 

The  document wa8 developed in the Methodology Development 
and Data Assistance Group, under Keith E .  Marvin, Associate 
Director: by B r u c e  W. Thompson, Group Director; and by Larry 
Hodges, Team Leader, assisted by Teresa Spisak, Sandra Thibault, 
and Patrick Dynes. The project a l s o  involved the efforts of 
members of our technical assistance group: Wayne Dow and Steve 
Langley 

Eleanor Chelimsky 
Director, Institute 
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CHAPTER 1 

I INTRODUCTION 

This paper is for anyone who studies cause and effect 
relations. It describes and illustrates an approach for explain- 
ing any phenomenon (effect) as the result of another phenomenon 
(cause). The paper contains: 

--an overview of causal a n a l y s i s  in evaluating 
programs, 

--an approach for modeling presumed cause and 
effect relations, 

--a procedure, path analysis, for testing the 
adequacy of the model, and 

--examples of applying causal modeling and path 
analysis. 

I WHAT IS CAUSALITY? 

Causality applies whenever one phenomenon appears to imply ! 
i the occurrence of another. Scriven defines causation as the 

relation between mosquitos and mosquito bitea. The concept is 
easily understood, although it has never been satisfactorily 
defined. 1/ 

// 

- 
Several authors 2/ have specified conditions that should be 

met to infer the existence of a causal relationship between two 
phenomena or variables. Generally, a causal relationship can be 
inferred by analyzing: 1 

1. how the phenomena are ordered in time, 

2. whether they are related or  associated, and 

3 .  whether the relationship is due to chance or 
other  factors. 

In the first condition, one phenomenon may precede the 
other or the two may occur simultaneously. 
striking a bell, X, is followed by ringing of the bell, Y .  
Furthermore, if X causes Y, it does not follow that a change 
in Y produces a change in X. Thus, a change in rainfall may 
produce a change in wheat yields, but a change in wheat y i e l d s  
does not produce a change in rainfall. 3 /  

For example, 

- 

- l/Scriven [a ] ,  p .  19. 

- 2/See, for example, Ackoff [l], p. 16 and Asher C21, p .  11. 

- 3/Blalock C31, p. 10. 
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Additionally, two phenomena may occur simultaneously and 
still be causally related. 1/ For example, one could study the 
effect that a student's intzlligence quotient ( X Q )  has on col- 
lege grade point average (GPA). 

Time sequence can indicate a causal relationship among dis- 
crete phenomena, such as striking a bell being followed by ring- 
ing of the bell. However, many phenomena such as population 
growth and attitude changes vary continuously. A causal rela- 
tionship among continuous phenomena may be inferred by analyzing 
whether they are related or associated. 

For the second condition, therefore, an evaluator looks for 
a concomitant variation or covariation between X and Y: whether 
changes in one phenomenon are accompanied by changes in the other. 
For example, correlation analysis might show for some general 
population that the higher a student's IQ, the higher the GPA, 
and, conversely, the lower the IO, the lower the GPA. In t h i s  
example, IO may be considered a "weak" cause since many other 
variables affect GPA. Some of these variables may even act to 
obscure t h e  association between IO and GPA. 

Finally, the third condition requires an evaluator to 
demonstrate that the relationehip of the phenomena i's not due to 
chance. This exemplifies the well-known slogan that "correla- 
tion is no proof of causation. " Thus, "spurfou~ correlation"-- 
a relationship between two variable8 that are not causally inter- 
related, although they may at first appear to be--must be con- 
sidered. 

Ackoff 2/ gives a good illustration of spurious correlation. 
He cites theydiscovery that people who live in neighborhoods 
having heavy soot-fall are more l i k e l y  to contract tuberculosis 
than people w h o  Live in neighborhoods having less soot-fall. 
Based on this correlation, one researcher concluded that soot-  
f a l l  produced tuberculosis. Subsequent research, however, 
showed that dietary deficienciee produce tuberculosis. Further, 
dietary deficiencies are likely to occur most frequently among 
low-income groups. Low-income groups are likely to live in 
low-rent districts. Districts have low rent, among other things, 
because of heavy soot-fall. Thus, soot-fall and tuberculosis 
are accidentally, not causal ly  related, 

Causality has been defined in many ways and haa been the 
subject of considerable philosophical discussion. Some philoso- 
phers have objected to causal thinking because: "(1) causality 
can never be verified empirically and (2) the notion of cause 
and effect is far too simple to describe reality, with causal 

i 

- 2/Ackoff Cl], p .  18. 
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I 
f laws being much more a property of the  observer than of the real 

world i t s e l f . "  1/ Nevertheless, other8 believe the mere question- 
ing of "why" an-event occurred impliee causality. In addition, \ as Cooley points out, "most of what is known about people and the I 

universe ha8 not been based on experimentation, but on obaerva- 
tion." 2/  Cooley's philosophy is that to understand a process in 
a way tEat w i l l  allow improvements, attention must be given to 
"developing method6 for conducting explanatory observational stud- 
ies." Causation in this senee Fa an important topic to evaluators. 

Y 

6 

, CAUSAL THINKING AND PROGRAM EVALTJATION 

Generally, evaluators attempt to answer two types of ques- 
tions. One is de6criptive. The evaluator seek8 to answer ques- 
tions such aa "What is?" or " H o w  many?" For example, How many 
clients were seen? What percent of the potential work force is 
unemployed? How many accidents have occurred in the workplace? 
The other type of question is explanatory. 
not what happened, but why it happened. A6 Hick8 3/  explains 
"That is causation. ..exhibiting the story,  so far ;?a we can, as 
a logical process. 'I 

T h e  evaluator asks 

Thus, causal thinking is an integral part of program evalua- 
tion. GAO evaluators, for example, focus on cause and effect 
relationships in developing "findings" and when recommending pro- 
gram improvements. 4 /  When one knows why something happened-- 
the cause--one can Gore readily determine how to prevent (or 
facilitate) its recurrence. Consequently, the following process 
is part of all GAO work: 

--Identify any deficiency by measuring the 
condition observed against acceptable 
criteria or norms. 

--Determine the effects or significance of the 
deficiency. 

--Ascertain the causes of the deficiency. 

Causal thinking--concluding that X c a u s e s  Y--has at least 
two important uses 5 /  for consumers of evaluative information. 1 - 

- l/Elalock and Blalock [ 4 ] ,  p.  161. 

- 2/Jb'reskog and SUfrborn (61, p .  x v i .  

- 3/Hicks [SI, p. ix. 

- 4/U.S. GAO [lo], p .  10-12. 

5/Nagel and Neef [7 ] ,  pp. 182-183. - 
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F i r s t ,  a manager can  m i n i m i z e  u n d e s i r a b l e  e f f e c t s  or enhance 
d e s i r a b l e  e f f e c t s  of changes .  For example f  by knowing t h a t  
i n c r e a s e d  p r e t r i a l  release w i l l  decrease g u i l t y  pleas  and sub- 
s e q u e n t l y  i n c r e a s e  t h e  number of  t r i a l s ,  a p rosecu to r  c a n  p l a n  
how t o  o f f s e t  t h e s e  c o s t l y  effeccs Lhrough or;her a c t i v i c i e s  L h a t  
i n f l u e n c e  t r i a l  r a t e s *  A second use is when i t  is  p o s s i b l e  t o  
change X t o  have Y change i n  a c e r t a i n  d i r e c t i o n .  For example,  
i f  improving i n t e r r a c i a l  e q u a l i t y  o f  o p p o r t u n i t y  is preceded  by 
and c o v a r i e s  or  relates d i r e c t l y  w i t h  m i n o r i t y  v o t e r  r e g i s t r a -  
t i o n ,  efforts t o  i n c r e a s e  m i n o r i t y  voter r e g i s t r a t i o n  should 
improve r a c i a l  e q u a l i t y  of o p p o r t u n i t y .  

E s t a b l i s h i n g  t h a t  X may c a u s e  Y can  be d i f f i c u l t .  Fev 
e v e n t s  have single causes a s  impl i ed  i n  t h e  b r i e f  examples  above. 
Fu r the rmore ,  e a c h  event has m u l t i p l e  e f f e c t s .  According t o  Such- 
man - 1/ t h i s  c o n c e p t  s u g g e s t s :  

1 

1. e v a l u a t i n g  programs w i t h i n  t h e  c o n t e x t  o f  
o t h e r  programs o r  e v e n t s  w h i c h  may a l s o  
a f f e c t  t h e  d e s i r e d  o b j e c t i v e ;  

2 .  i d e n t i f y i n g  t h e  f a c t o r s  w h i c h  i n f l u e n c e  t h e  
i n i t i a t e d  program a c t i v i t y  and t h e  i n t e r -  
ven ing  e v e n t s  t h a t  may i n c l u d e  e f f e c t s  other 
t h a n  t h e  d e s i r e d  o n e ;  and 

3. examining t h e  d e s i r e d  effects' own conse-  
q u e n c e s ,  b o t h  s h o r t  and long- te rm,  d e s i r a b l e  
and u n d e s i r a b l e .  

S i n c e  comple t e  e x p l a n a t i o n  w i l l  never  be p o s s i b l e  because  
o f  many i n t e r v e n i n g  v a r i a b l e s ,  a p r a g m a t i c  c o n c e p t  o f  c a u s a l i t y  
needs  to be  a d o p t e d .  This r e q u i r e s ,  f i r s t ,  making r e a s o n a b l e  
s i m p l i f y i n g  a s s u m p t i o n s  and d e v e l o p i n g  models  i n  w h i c h  c a u s a l i t y  
i s  only i n d i r e c t l y  t e s t e d .  Second,  t h e  model's adequacy  can  b e  
d i r e c t l y  t e s t e d  by  u s i n g  " p a t h  a n a l y s i s , "  a s c a t . i s t i c a 1  t e c h n i q u e  
t h a t  a l l ows  i n a d e q u a t e  models ,  w h i c h  a r e  n o t  c o n s i s t e n t  with the 
d a t a ,  t o  be  i d e n t i f i e d .  T h i s  two-phase p r o c e s s  is r e f e r r e d  t o  
i n  t h i s  paper as " c a u s a l  a n a l y s i s . "  

P 

- l/Suchrnan 191 pp. 84-85. 

4 
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CHAPTER 2 

CONSTRUCTING CAUSAL MODELS 

FOR PROGRAM EVALUATION 

This chapter presents an approach for  postulating cause and 
effect relationships for evaluating programs. The approach 
requires formulating cause and effect "theories, " which are 
essentially models of cause and ef fect  sequences within the con- 
t e x t  of a program, 

Causality for evaluative research attempts to explain 
successive events by formulating a s e t  of assumed relationships, 
which are then tested for  validity or spuriousness. Thus, estab- 
lishing a model of causal association between variables in a time 
sequence involves three distinct activities: 

1. selecting a finite s e t  of variables, 

2 .  making assumptions about causal interrelations 
among the variables and the effects of omitted 
variables, and 

3 .  testing the model's adequacy. 

These activities are n o t  discrete stages. In general, all 
activities go on simultaneously, are interactive, and are com- 
pleted together. The model, however, is frequently developed in 
a discrete order. 

SELECTING VARIABLES TO STUDY 

Usually many variables would be interesting to study during 
an evaluation. Selecting from among these variables often 
depends on  how well they can be measured, the c o s t  of collecting 
data, and the evaluator's prior knowledge of the subject. Most 
evaluations, however, have limited resources, a n d ,  as Weiss 1/ 
says: it may be "more productive to focus on a few relevant- 
variables than to go on a wide-ranging fishing expedition." 
Nonetheless, one needs to be careful not to rationalize omitting 
variables according to one's disciplinary biases, ideological 
biases, or premature pragmatic considerationa of research design. 
How can evaluators balance these factors to determine the most 
relevant and feasible variables? 

Randers 2/ suggests establishing a "reference mode" and 
some "basic m~chanisms" to g u i d e  the modeling effort and limit 

- 1/Weiss f s ] ,  p. 4 7 .  

- 2/Randers [ 3 ] ,  pp. 247-248. 
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the variabhr. F i r r t ,  i d e n t i f y  the on-going procarm during a 
particular t ime pmriod ( t h e  reference mode) and foeur the eval- 
uation on t h i r  proceas. F o r  example, the ''reference mode" could 
be a changr in 8tud8nt reading abilitirr after beginning a pro- 
gram o f  home visits by teachers. Second, dercribe the behavior 
of certain key variable8 (the b a s k  rnechanirmm o f  tho process) 
and diagram them, am depicted in figure 2.1. 

- 2 . 1  Bsicrkbchmm * ofa l -br rm\Jb i tRoqa  

Identification and 
treatment of spacial 
pro bl erns that retard 
pupil's achievement 

Parental knowledge 

-reeding tionr and subsequent 
support and encour- 

Visits by teachen _I) of school expecta- 
to pupil's homes 

Teacher undemanding 
of home culture and 
su bsaquent change in 
pupil morale 

Source : Adapted from Weiss [ 51 , p. 5 0 .  

This section discusses' points to consider when (1) estab- 
lishing the evaluation's focus or reference mode and (2) specify- 
i n g  the relevant variables that are basic to the reference mode. 

Establishing the Evaluation's Focus 

A n  evaluation o f t e n  begins with some statement of a "causal" 
relationship hypothesized between a program's activity and some 
effect ,  such as "reassigning police to locations known to have a 
high incidence of drunk drivers has decreased the number of 
accidents, deaths, and injuries resulting from drunken d r i v i n g . "  
T h e  evaluator proceeds t o  verify the existence of the relation- 
sh ip .  It may be sufficient to conclude the effort at this 
juncture if the evaluator needs only to know that the desired 
or undesired effect is more likely to occur jr the presence of 
the program being evaluated than in its absence. However, there 
is likely to be a need to know how or why a program works (or 
does not w o r k ) ;  where improvements in a program can be made 
(especially when it is not achieving the expected results): or 

7 
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whether program activities are more effective under certain 
conditions, such aa  with particular k i n d s  of clients, To gain 
this information, the evaluator looks for "causal connections" 
and determines how the program intervenes with and possibly 
alters the causal chain.  

Many programs may be viewed as interventions which attempt 
to prevent certain undesirable effects or encourage desirable 
ones. In this sense, programs are established to intervene in 
a chain of events. Within this chain, Suchman 1/ describes three 
major cause and effect subgroupingst (1) the relationship 
between the precondition and causal variables, ( 2 )  the relation- 
ship between the cause and effect variables, and ( 3 )  the rela- 
tionship between the effect and the consequence variables as 
shown in figure 2 . 2 .  

Figure 2.2 Suchman's Model of Intervening Variable Analysis 

Preconditions - Causes - Effects -Consequences 

Primary 
Intervention 
(Prevent ion) 

Secondary 
Intervention 
(Treatment) 

Tertiary 
Intervention 

(Rehabilitation) 

E 

Source: Suchman [41, p. 173. 

To illustrate, many educational programs e'mphasize second- 
ary intervention, such as teaching and training programs aimed 
at decreasing the effects of ignorance or a lack of skill. 
Additionally, there i s  increasing emphasis upon both tertiary 
and primary intervention. Adult  education and training programs, 
tertiary intervention, are designed to reduce the consequences 
of a lack of education, such as the inability to obtain a job. 
Preschool programs, emphasizing primary intervention, aim at 
environmental obstacles, such a a  lack of good nutrition, which 
may cause interference with educational achievements. 

. 

What the evaluator calls the independent (cause) or depend- 
ent (effect) variable is largely a matter of which segment of 
this causal chain is selected for study. The choice is influ- 
enced by the purpose of the study, particularly by considering 
the study's intended users. In this regard, there are at least 
three situations in which the question of a causal connection 

- l/Suchman C4It po 173- 
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between an activity X and an event Y could arise: 

1. A c t i v i t y  X occurred and then event Y 
occurred. Did X cause Y? How? Why? 

2 .  Activity X occurred. !\That resulted? Did 
event Y result? 

3 .  Activity X caused event Y. What are the 
consequences? 

The first situation is part of a claasic evaluative activi- 
ty in which the evaluator tries to answer the question "How do 
we know t h a t  the effect was really due to the program or  activi- 
ty?" For example, returning to the police assignment example 
cited above, how does an evaluator know that the decrease in 
accidents, etc., was due to reassigning police and was not the 
result of some other  factor? Perhaps, a sudden increase in t h e  
price of fuel or a major plant closing reduced the number of 
drivers  on the road, thereby decreasing the probability of an 
accident. Consequently, the evaluator triee to establish that 
a relationship exists between the program activity and an ob- 
served result and also  looks for  other factors outside the pro- 
gram that may have influenced the result. 

The second situation exists when an evaluator is asked to 
find a program's effects. This is a "program results" review 
where the evaluator identifies what the program i a  causing. 
For example, the Agriculture Department's Farmers Home Admini- 
stration provides credit to rural Americans who are unable to 
obtain credit from other  sources at reasonable rates and terms. 
The evaluator may attempt to find the number of eligible indi- 
viduals who received credit. This information helps establish 
a level of program effectiveness and possibly identify areas 
for improved program performance. 

In the third situation, it is presumed that the program or 
activity has had an unexpected impact. For example, driver edu- 
cation programs are found to improve driving skills, but they 
lead to teenagers driving at an earlier age, thereby increasing 
the number of accidents. In this case, an evaluator must take 
into account the interrelationships between program efforts and 
the system in which people function. Therefore, not o n l y  the 
program effects, but, also the consequences of those effects 
must be analyzed. 

In summary, defining the situation establishes the evalua- 
tion's scope, dictates the time frame, and indicates which vari- 
a b l e s  and relationships to evaluate. 

Specifying the Important Variables 

Some thought and research is necessary p r i o r  to deciding on 
which variables to include in the causal analysis. The general 

9 



s y s t e n a  m d e l ,  f i T u r e  3 . 3 ,  is s crclfi? techniaue for G c l c u s i n o  r~ 
tbe inp0rtar . t  variables. T h i s  rcc’el c o n c e n t r a t e s  Cn t h ree  t-.ypes 
P F  variahles: i n p u t s ,  Froces5ps, an? c l r ~ t p ~ r t s .  

Fiaure 2.3 The General Systems Model 
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w e l l  a s  factors t h a t  may impinue on prcu ran  a c t i v i t i e s  and  that  
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After  considering a wide range of possible variables, 
evaluators o f t e n  se l ec t  relevant variables on the basis of what- 
ever data are available at the moment. According to Blalock l/ 
the obvious starting point is a "careful reading of t h e  litera- 
ture, combined with a systematic listing of all important con- 
cepts or variables and theoretical propositions linking these 
variables." The following sources of information are also use- 
f u l  starting points for finding variables. 

1. Program Personnel. P r o g r a m  personnel may be 
interviewed to learn whether anything about the 
program has changed or whether anything unusual 
has happened recently that might explain the pro- 
gram outcome. Frequently, the occurrence of some 
event that has been attributed to a program may 
be at l e a s t  partially the result of some new 
development, such as a change in program funding 
or staffing, new legislation or regulatory require- 
ments, or a change in the m i x  of program partici- 
pants. 

2 .  Progress Reports. An analysis of a program's 
performance trend may show that the effectiveness 
level is changing over time. Likewise, the analy- 
sis m a y  indicate periodic deviations that can be 
related to changes in the program's operating 
environment. F o r  example, weather conditions may 
affect participation in an outdoor recreational 
program. 

3 .  Previous Evaluation Studies. Previous eval- 
uation studies or audit reports may have already 
identified many relevant variables. These docu- 
ments may be obtained from program personnel or 
from the group that conducted the study. If pro- 
gram evaluations or audits have  been performed, 
the evaluation team should ascertain the status 
and examine the relevance of the prior findings. 
Parallels can be drawn reliably only by identi- 
fying the essential characteristics of t h e  present 
outcome and seeking past program outcomes that 
contain the same features. Unfortunately, it is 
easy to conclude that a present situation is the 
same as o n e  in the past when that is not the case,  
so extreme care s h o u l d  be exercised in observation, 
examination, and measurement. 

4. Causes of Similar Effects From Elsewhere. 
Where relevant, looking at similar programs or 
outcomes may help  to identify variables. F o r  
example, in studying the potential impact of 

E 

- 1 / B l a l o c k  [ Z ] ,  p.  28. 



national health insurance legislation, it may be 
useful to examine the experiences of countries 
with similar programs. Such cases should be 
examined carefully, however. Similar programs 
may not be directly transferable, although some 
may point to unanticipated variables .  

There a r e  no foolproof procedures for deciding which 
variables to use; nor will the evaluator know for  sure whether 
o r  not all the relevant variables have been located. Some 
advise 1/ emphasizing those aspects'that are more or less rnanip- 
ulable, and if feasible, those that the evaluator may deliberate- 
ly change for  evaluation purposes. Often, however, nonmanipulable 
variables are also needed to explain thoroughly the effect. 
Additionally, limit the relevant variables to those that have 
immediate bearing upon the current program. One should not, 
however, prematurely close the search fo r  variables. Modified 
and more complex models may later be introduced if data do not 
fit the initial model. 

- 

P4AKING ASSUMPTIONS ABOUT 
CAUSAL RELATIONSHIPS 

The next step is to identify the significant relationships 
among the possible causes and effect(s) being studied and con- 
struct arrow diagrams. This step occurs concurrently while 
selecting the relevant variables. 

A s  variables and propositions are collected and consoli- 
dated, a u s e f u l  procedure is to construct an arrow diagram of 
the major variables which also indicates the presumed links 
among them. Arrow diagrams (also called path diagrams and flow 
graphs) provide a bridge between verbal theories and algebraic 
or structural equations. With arrow diagrams, the causal model 
literally begins to take shape and the evaluator's assumptions 
become visible. 

E 

I 

Constructing an arrow diagram involves graphically repre- 
senting a cause and effect hypothesis by drawing arrows from 
variablss assumed to be causes to variables assumed to he 
e f f e c t s .  For example, if X is caused by both Y and Z, which are 
independent of each other, the arrow diagram is: 

Y 

- l / S e e ,  for example, Suchman C41, p.  108 and Weiss [ 5 ] ,  p .  47. 
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An arrow ahows that one variable is thought to a f f e c t  t h e  
other; t he  d i r e c t i o n  of t h e  a r r o w  shows t h e  presumed d i r e c t i o n  
of i n f l u e n c e .  Such d i a g r a m s  are r e a d  from l e f t  t o  right. 

Sometimes Y and 2 are assumed t o  be i n f l u e n c i n g  each other ,  
b u t  the s p e c i f i c  d i r e c t i o n  i s  e i the r  unknown o r  i n c o n s e q u e n t i a l  
f o r  t h e  analysis. I n  t h i s  case,  they  a re  c o n n e c t e d  by a two- 
headed c u r v e d  a r row.  

V 

In f i g u r e  2 . 5  t h e  previously d i s c u s s e d  p rogram components  
a re  a r r a n g e d  i n  a n  arrow d i a g r a m  t o  show t h e i r  c a u s a l  r e l a t i o n -  
ships. Using  t h i s  model a s  a s t a r t i n g  p o i n t ,  evaluators a r r a n g e  
t h e i r  p rog ram v a r i a b l e s  i n  a similar causal o r d e r :  t h e  i n t e r n a l  
and e x t e r n a l  f a c t o r s  a r e  assumed t o  be d i r e c t  causes of program 
a c t i v i t i e s ,  which, i n  t u r n ,  are assumed direct causes of program 
r e s u l t s ,  F u r t h e r m o r e ,  t h e  p rogram resu l t s  have f u t u r e  impacts 
o n  t h e  original i n p u t  f a c t o r s  at a later time. Impacts o n  i n -  
t e r n a l  f a c t o r s  a r e , l i k e l y  t o  be short-term ( o c c u r r ' . n g  w i t h i n  a 
yea r  o r  two). 
l o n g - t e r m  (occurring a f t e r  5-10 y e a r s ) .  E v a l u a t o r s  need t o  be 
a l e r t  for these possible f e e d b a c k s .  

Impacts o n  e x t e r n a l  f a c t o r s  a re  l i k e l y  to be 

Figure 2.5 Causal Relationships Within the Context of a Program 
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When diagramming causal relationships, i n c l u d e  a l l  
reasonable direct paths .  For example, an internal factor may 
have a d i r e c t  effect on the program result in addition to an 
indirect'effect through some program activity. Later, as the 
theory is tested and revised ( u s i n g  path analysis), c e r t a i n  
l i n k s  may be deleted. 

Figure 2.6 is a causal model of a hypothetical prison 
parole program. Although incomplete, it depicts the key f ac to r s  
being considered and the assumptions being made. This figure 
shows w h a t  is being hypothesized: parolee reintegration i n t o  
society may be influenced by community employment opportunities, 
the parolee's environment, community attitudes towards parolees, 
as well as the parolee monitoring program itself. 

When each set of events  or factors is measured, it is pos- 
for whom it works and sible to see what works and what doesn't, 

for whom it doesn't. If the predicted sequence of events does 
not work out, further investigation is needed. 
Fiqure 2.6 Model of a Hvpo the t i ca l  Prison Parole Process 

in m a te c h a ra c t e r is t i cs 

probabitity o f  

3 gration 

E 

E 

community 
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community 
employment I 



I n  s u m m a r y ,  a n  a r row d iag ram i s  a s imple ,  s y s t e m a t i c  
approach f o r  c o n c e p t u a l i z i n g  c a u s a l i t y .  If properly u s e d ,  it 
c a n  f u r n i s h  t h e  evaluator w i t h  a logical way t o  c o n s i d e r  t h e  
full range of v a r i a b l e s  t h a t  shou ld  be inc luded i n  a n  exp lana -  
t i o n  and t o  map o u t  a presumed causal  process. 

TESTING A MODEL'S ADEQUACY 

The "search for causes" naw becomes l a r g e l y  one  of t e s t i n g  
h y p o t h e s i z e d  a s s o c i a t i o n s  be tween t h e  selected causes and 
e f f e c t ( s ) .  As stated i n  c h a p t e r  1, t h r e e  c o n d i t i o n s  need t o  be 
examined before c o n c l u d i n g  t h a t  X causes Y: 

1. how X and Y a r e  ordered i n  t i m e ,  

2 .  whethe r  X and  Y a re  related or associated, and 

3 .  whether t h e  r e l a t i o n s h i p  between X and Y is due 
t o  chance  o r  t o  other factors. 

I n  t e s t i n g  a causal  model, these c o n d i t i o n s  must  be scru- 
t i n i z e d .  The first  t w o  c o n d i t i o n s  may n o t  be troublesome, but 
how c a n  a n  e v a l u a t o r  know t h a t  all X's that affect Y d i r e c t l y  o r  
i n d i r e c t l y  h a v e  been  found? One n e v e r  knows for  sure, Thus,  
t h e  t h i r d  c o n d i t i o n  r e q u i r e s  t he  evaluator t o  make c e r t a i n  sirn- 
p l i f y i n g  assumptions and ,  i n  effect, admit t h a t  had a n o t h e r  s e t  
of v a r i a b l e s  been  selected and d i f f e r e n t  a s sumpt ions  made, t h e  
causal model might  h a v e  looked q u i t e  different. According  t o  
B l a l o c k :  

... t h e r e  i s  n o t h i n g  a b s o l u t e  about  any p a r t i -  
cular model,  n o r  i s  it t r u e  t h a t  if t w o  models 
make u s e  of d i f f e r e n t  v a r i a b l e s ,  e i t h e r  one  or  
t h e  o t h e r  m u s t  i n  some s e n s e  be "wrong." 1/ 

L 

Consequen t ly ,  c a u s a l i t y  c a n n o t  b e  d e m o n s t r a t e d  f r o m  any 
type of e m p i r i c a l  i n f o r m a t i o n .  Furthermore, e s t a b l i s h i n g  a sta- 
tistical r e l a t i o n s h i p  ( c o r r e l a t i o n )  be tween t w o  variables does 
not n e c e s s a r i l y  mean t h a t  one v a r i a b l e  caused t h e  other. Corre- 
l a t i o n  i s  not c a u s a t i o n ,  Nevertheless, accumula ted  c o r r e l a t i o n  
evidence can  sometimes b u i l d  a c r e d i b l e  case fo r  a causal rela- 
tionship. 
if t h e y  a r e  n o t  c o n s i s t e n t  w i t h  t h e  d a t a ,  c a n  b e  made, thereby 
r e q u i r i n g  t h e a n a l y s t  t o  modify t he  model. A t e c h n i q u e  called 
p a t h  a n a l y s i s  i s  a t o o l  for d o i n g  this. 

I n f e r e n c e s  c o n c e r n i n g  t h e  inadequacy  of causal models, 

SUMMARY 

T h i s  c h a p t e r  p r e s e n t e d  a procedure f o r  analyzing cause and 
e f f e c t  s i t u a t i o n s  which f o c u s e s  on building a ''causal model" of 

- l/Blalock [l], p. 1 5 ,  
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an evaluator's cause and effect assumptions. T h e  evaluator 
specifies a finite set of variables, makes assumptions about 
causal interrelatedness, and teats their adequacy. If the 
resultant model is inadequate, the evaluator modifies it until 
confidence is attained in the model. 

The models of causality t h a t  evaluators build are assertions 
about the presence and the direction of some influence for rela- 
tionships between pairs of variables. Even with supportive data, 
however, models cannot be "proved." Empirical evidence can dis- 
prove theories, but can never "prove" anything. There may be 
alternative models that would provide equally plausible or bet ter  
interpretations of the available facts. For an evaluation's 
findings to be u s e f u l  in policy making, it may be important to 
demonstrate that the most obvious alternative models are not 
supported better than the model in question. 

Even though causal explanations can never be absolutely 
demonstrated empirically, they are thus still valuable. They 
force an evaluator to think about the complexity of a task and 
the d i f f i c u l t y  of understanding the inner workings of programs. 
Most importantly, they help develop the habit of establishing a 
chain of logical assumptions. This can be of great use in pur- 
suing the rational arguments which form the basis fo r  evaluation. 
~n fact, if an analysis is conducted w i t h o u t  a model, many impli- 
cit assumptions are likely to remain hidden. Further, without a 
diagram, the interre1ationehip.s among the various causes are 
likely to be ignored. 
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CHAPTER 3 

PATH ANALYSIS 

Path analysis is a statistical technique for  estimating the 
magnitude of links between variables in a causal model. 
be used w i t h  causal modeling, although it is not always necessary 
or feasible. It provides evaluators with information for possi- 
bly revising and better understanding the hypothesized relation- 
ships. This chapter defines path analysis and discussea data 
requirements and potential applications in program evaluation. - l/ 

It can 

WHAT IS PATH ANALYSIS? 

Path analysis is a set of procedures f o r  determining the 
strength of direct and indirect causal associations. It involves 
(1) constructing a diagram-usually part of a larger causal model, 
(2) calculating the magnitude of the assumed causal associations, 
(3) analyzing and revising assumptions, and (4) interpreting the 
final path diagram. 

It uses regression analysis to estimate the strength of 
postulated causal relationships 2 /  and provides an overall esti- 
mate of a model's explanatory power. More importantly, path 
analysis helps to identify spurious relationships that may need 
revising, and it perniits estimating the magnitude of indirect 
causal paths. Decisions can be made on whether one variable in 
a model influences another directly, through mediating variables, 
or both. Additionally, the relative i n f l u e n c e  of direct and 
indirect causal paths can be compared. - 3 /  

P a t h  analysis results in an arrow diagram (model) that 
includes numbers (path coefficients) measuring the relative 
strength of the paths.  Higher numbers indicate stronger "causes. 
Figure 3.1 shows the result of using path analysis to evaluate a 
teacher training program. According to this figure, teacher ori- 
entation toward  task accomplishment had the greatest effect on 
democratic classroom control ( . 4 9 ) ,  while the training program 
had the least effect (-.02). A minue sign indicates that as one 
variable increases in value, the other decreases. For example, 

- l/For additional information on using quantitative techniques in 
G A O ' s  work, see U.S. GAO [19], chapter 11. 

- 2/Readers unfamiliar with the fundamental concepts of regression 
analysis may want to read Kerlinger and Pedhazur  [ a ] ,  pp. 1- 
100.. Appendix I is a glossary for  readers unfamiliar with the 
f e w  statistical terms used in t h i s  chapter .  The first time 
these terms appear in the text they are underlined. 

- 3/Dye and Pollack [ 7 ] ,  p .  113. 
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- .02 

- .I6 Training 

1 

tbe  f j a u r e  points cut t b a t  r\I?er teacher9 a r e  l e s s  n r i e r t 4  
toward task acccnplishnent t h a n  youncer teachers ( - . 50 ! .  - 1/ 
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Figure 3.1 Evaluation of Teacher Training 
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Source: Smith and Murray 1151, p. 9. 

PATA C@I,T,FCT ION 

A f t e r  corstrtictincy a c a u s a l  mcFel  and beFore performi ro 
p a t h  apalysis, a n  evali ietor collects d a t z .  Twc? b a s i c  ccnsi3era- 
t i o n s  when c o l l e c t i n a  $ a t a  a r e  the i n fp r rna t ion ' s  r e l i a b i l i t y  a n d  
validity. F r i e f l y ,  r e l i a b i l i t y  c o v c e r n s  t h e  extent to w t i r h  P 

n e a s u r i n c l  rrocerlure produces t h e  sane r e s u l  ts OF rereatet'l 
trials. 2 /  P.11 neasurenents c f i n t a i n  sone amount of c h a n c e  
errcIr, a;$ "unreliabi~ity'' is a l w a y s  p r e s e n t  tc P O ~ P  e x t e n t .  

- 1 / T F i s  i n t e r p r e t a t i p n  ?Pes n o t  a p p l y  to "teacher s e x "  ar?d " t r a j n -  
in?." Fince tFese v a r i a b l e s  convey i n f o r n a t i o ~  in categories 
(va l e / f ema le  a n d  t h e  presence/abserce O F  t r a j  n i r ? a ) ,  t h p v  a r e  
i n t e r p r e t e d  a5  c l u n n v  variables. See a p p e n s i x  111, T e s t i n ?  t b e  
nodel's a ? e c l u a c v ,  an? ~ . ' i e  et a ] .  r 1 3 7 ,  pp. ? 7 4 - _ 7 7 5 .  

t, - 2 / C a r r n i n e s  a n f l  Z e l l e r  T51 ,  p. 11. 
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"Reliable" measurements, however, tend to be consistent when 
repeated. Validity, on the other hand, concerns the e x t e n t  to 
which an "indicator measures what it is supposed to measure 
rather than reflecting some other  phenomenon." - 1/ 

non requires a well thought out research design. T h e  followinq 
planning activities will help an evaluator collect reliable and 
valid data. - 2 /  

To obtain data that accurately measure an intended phenome- 

L. 

2 .  

3 .  

4 .  

5 .  

6 -  

7 .  

8 .  

I n  

Define variables precisely.so that they 
can be measured. For example, "health" is 
n o t  precisely measurable, but "bed days'' 
may be. 

Determine what information is already 
available and w h a t  needs to be collected. 

Decide the costs involved, time required, 
and degree of precision needed. 

Define the target population (or universe) 
and decide whether to collect data from 
the entire population or a part of it. If 
necessary, develop a sampling procedure, 

Determine the frequency and timing.of col- 
lecting the data. 

Decide whether the data are to be collected 
by mail, personal interview, telephone, or 
other method. 

Consider and try to control for potential 
sources of measurement error--such as 
reporting errors, response variance, inter- 
viewer and respondent bias, nonresponse, 
missing data, and errors in processing the 
data. 

Establish uniform procedures for editing, 
coding ,  and tabulating the data. 

addition to beinq reliable and valid, the data for path 
analysis should meet certain statistical assumptions. 
include the standard ones associated with multiple regression 
analysis as well as some unique to path analysis. In general, 
these assumptions mean t h e  evaluator should collect data from 
a representative sample of the population and with minimum 

These 

i 

- l/Carmines and Zeller [ S I ,  p .  16. 

- 2/U.S. Department of Commerce 1181, pp. 5-7. 
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measurement error. Additionally, the evaluator should spec i fy  a 
model in such a way that (1) there are no variables o u t s i d e  t h e  
model that s t r o n g l y  influence any two variables in the  model 
and ( 2 )  the causal flow is only in one direction (no feedback 
loops), 1/ Appendix I1 describes these assumptions, how they 
affect tEe analysis, and what to do when they are not  m e t .  

APPLICATIONS IN PROGRAM EVALUATION 

Path analysis has specific applications in program evalua- 
tion. 
analyze how a program affects different segments of the popula- 
tion. Models are not restricted to one dependent variable, 
thereby, enabling multiple goals to be evalua ted .  In more 
sophisticated analyses, an evaluator can study reciprocal cause 
and effect and the j o i n t  effect of two or more causes or vari- 
ables can be combined to represent concepts that are then ana- 
lyzed.  

Models can be specified to compare similar programs or to 

Prouram Comnarisons 

Path analysis can compare program results .  For example, an 
evaluator can examine a program's effect on r u r a l  and urban 
dwellers. To make t h i s  comparison, one model is constructed, 
but t h e  data are gathered f r o m  t w o  populations. Then, by examin- 
ing the differences between specific path coefficients 2 /  the 
evaluator analyzes the differing program results. - 

Specht and Warren 3/ examined a causal model (see figure 
3.2) developed by Bayer-4/ that relates educational aspirations 
to aptitude, socioeconomTc status, and marital plans fo r  men and 
women. 

T h e  path coefficients were compared to determine whether 
the model's structural parameters--quantities t h a t  describe a 
statistical population--differ between populations-in t h i s  case 
men and women. The research results suggested that differences 

I 1/The instructions in this chapter are only applicable f o r  models 
with one-way causal  ordering. Path analysis can  be used with 
models having feedback loops: however, the procedures for ca l -  
c u l a t i n g  path coefficients differ. For information on models 
with two-way causal  flow see Asher [I], pp. 52-61. 

Z/Unstandardized path coefficients need to be used because the 
same variables may have different variances in different 
populations. Generally, standardized path coefficients are 
used in other applications. See appendix 11, (Step 2. Esti- 
mate the path coefficients) for f u r t h e r  information. 

- 

- 3/Specht and Warren l161. 

- 4/Bayer  C23. 
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did not e x i s t  between groups. 
3.2, aptitude has one of the largest relative influences on 
educational aspirations for both men and women. Specht and 
Warren were unable to reject the idea that observed differences 
between the two populations were due to chance. 

For example, as shown in figure 

- 
Marital plans r b ' 

I 0.167 
0.41 a 

Figure 3.2 Path Diagram Relating Educational Aspirations 

to Aptitude, Socioeconomic Status, and Marital Plans, by Sex 

I 

Educational 

aspirations 

Males 

1 * 
0.343 * 2 

Marital plans 
Educational 

aspirations 0.374 

- 
Source: Adapted from Specht and Warren [IS], p. 49. 

Analyzing Multiple Results 

One advantage path analysis has over ordinary regression 
analysis is that more than one dependent variable can be ana- 
l y z e d .  A path  diagram can be specified with many dependent 
variables which represent a program's results. However, for 
simplicity, most causal models have o n l y  one or t w o .  
able to specify more than one result, the evaluator gains a 
more realistic program model, 
ables does not require special statistical considerations. 

By being 

IJsing multiple dependent vari- 

An example of this model is Marshall's study of the subur- 
banization process. 
t w o  aspects of white suburbanization: 
inner city white residents moved to the suburbs between 1965 
and 1970 and the probability t h a t  white newcomers to metropoli- 
tan areas moved to the suburbs. 1/ One hundred twelve metro- 
politan areas with populations lg0,OOO or more in 1960 were 
analyzed to determlne whether whites were "pushed" to the 

He constructed a path diagram to examine 
the probability that 

2 2  - 



suburbs by inner  city problems such a6 crime and race r i o t s  
or "pulled" to the suburbs by their need for new homes and jobs. 

The research findings indicated that whites were drawn to 
the suburbs between 1965 and 1970 by their need for homes and 
jobs ra ther  than t3at they f l e d  to the suburban areas because of 
inner c i t y  problems. This suggests to policymakers that build- 
ing new homes and creating jobs i n  inner  c i t ies  may signifi- 
cantly change this trend. 

Reciprocal Causes and Effects 

An evaluator can  use path analysis t o  examine how one 
variable acts as both a cause and ef fect  of another. In a job 
training program, for  example, unemployment levels af fec t  pro- 
gram results; yet program a c t i v i t i e s  may influence f u t u r e  unem- 
ployment in that locality. 

These path diagrams have arrows pointing i n  opposite 
directions (sometimes called "feedback loops"), a8 in t h i s  
example. 

They are o f t e n  more realistic t h a n  diagrams with a one-way 
causal flow. Certain statistical assumptions, however, are no 
longer valid and nay require collecting more data or changing 
the procedures used to calculate paths. 1/ - 

If measurements are gathered at two points in time for 
variable A ,  then ordinary regression analysis can still be used. 
This means that A (at time one) is a cause of C and C is a 

cause of A (at time two) .  

order between variables A , C, and A the calculating procedures 

are usually valid. However, if the  data have already been 

1 
By maintaining a distinct temporal 

2 

1 2 

1/See the literature on structural equation modeling for fu r the r  
I 

information. Krishnan Marnboodiri et al. [ 9 J ,  pp. 492-532: 
Duncan [SI, pp. 67-80. 
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collected, and only one measurement is available fo r  A ,  the model 
can be analyzed with different statistical- procedures. 1/ 

I 

Miller et al. constructed a reciprocal path diagram (see 
figure 3.3) to measure the degree to which women's psychological 
functioning both affects and is affected by occupational condi -  
tions.. 2 /  Notice that t he  psychological and occupational vari- 
ables function as both independent and dependent variables. 

Figure 3.3 The Reciprocal Effects of Occupational . 
Conditions and Intellectual Ftexibiliq 

Source: Miller e& [12], p. 87. 
'Coefficients shown are standardized. Thoa followed by asterisk are statistically significant. 

Two-hundred sixty-nine employed w i v e s ,  aged 26-65, w e r e  in- 
terviewed to t e s t  the following hypotheses. 

--Jobs with opportunity for self-direction relate  to 
favorable  self-conceptions, flexible social orien- 
tations, and effective intellectual functioning. 

- 1/See Asher [l], pp. 52-61, for a general discussion of the sta- 
tistical procedures. See Krishnan Namboodiri et al. [9], 
pp. 519-522 f o r  a discussion on using lagged variables. 

- 2/Miller et al. [12]. 
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--Jobs w i t h  little opportunity for self-direction 
relate to unfavorable self-conceptions, more rigid 
social orientations, and less intellectual func- 
tioning. 

The research results indicated that work conditions sub- 
stantially a f f e c t  women's intellectual flexibility and the i r  
psychological functioning. These findings w e r e  similar to those 
derived from longitudinal data for men. But'no psychological 
variables had a statistically significant reciprocal effect on 
job conditions. 

J o i n t  Causes 

When analyzed, some variables may have unexpectedly weak 
direct influences. Even when indirect influences are added to 
their direct affects, these variables may be statistically much 
weaker than theory and common sense would lead one to anticipate, 
In such  cases, evaluators can look for other variables t h a t  may 
be interacting and affecting these variables' significance. For 
example, an evaluator may find only a weak statistical relation- 
ship between length of participation in a job training program 
and obtaining a job. Yet, as education level increases, the 
relationship between program participation and obtaining a job 
becomes stronger and stronger. This situation indicates a multi- 
plicative relationship between the two independent variables. 

var 
Par  
and 

In path analysis, this situation requires creating a new 
iable by multiplying together education l e v e l  and program 
ticipation. Sometimes these relationships can be anticipated 
specified in the initial model. At other times, these non- 

additive relationships can be checked by inserting i n  the model 
cross-product terms involving all pairs of independent vari- 
ables. 1/ - 
Identifyinq Underlyinq Concepts 

Many programs a t e  too complex to be explained adequately by 
a few variables. One way to include more variables and still 
retain simplicity, is to combine similar measures. The r e s u l t i n g  
composite i n d e x  is then labeled to reflect a.concept common to 
all parts. This composite variable should measure an underlying 
characteristic of the individual variables. A statistical tech- 
nique f o r  grouping variables according to underlying concepts is 
called fac tor  analysis. 

Factor analysis can be performed by numerous statistical 
computer packages, such as SPSS (Statistical Package for the 

l/For more information on nonadditive models, s e e  Blalock [ 3 ] ,  
pp. 91-93; Blalock and Blalock C41, pp. 178-186: Krishnan 
Namboodiri et al. C91, pp- 600-604. 

- 

E 

I 

Y 
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Social Sciences) and SAS (Statistical Analysis S y s t e m ) ,  which are 
available at GAO. 1/ The program output is lists of factor load- 
ings--numbers that-show the extent to which each variable relates 
t o  each fac tor .  

This information has t w o  uses in path analysis. First, the 
variable with the highest factor loading can be considered the 
"best" measure of its fac tor .  One variable can represent each 
fac tor  in the path diagram. A second use is to combine variables 
into composite scales representing the theoretical factors. I 2 /  

Factor analysis should not  be used "blindly" as a data 
reduction technique. Factor analysis assumes a model in which 
the underlying concepts or factors are postulated causes of the 
vari.ables. Figure 3.4  illustrates the causal relationships 
among the variables and factors. In constructing a model using 
f ac to r  analysis, one assumes there are no cause and effect rela- 
tions among the variables. This means, far example, X does not 

''cause" X just as X does not "cause" X . Depending on the 

variables, this may not be an accurate assumption. - 3 /  

1 

4 3 6 

Fiaure 3. 4 Path Diagram Using Factor Analysis 

F acton 

x1 x2 x 3  x4 x5 x6 x7 x8 Variables 
Miller et. al. included several composite ndicators in 

the previously discussed model (see figure 3 . 3 1 ,  which analyzed 
women's intellectual flexibility. In this model, two vari- 
ables--substantive complexity of the job and current intellectual 
flexibility--were measured by multiple indicators. Substantive 
complexity was measured by seven indicators: 
data, thinga, and people; complexity of work with data, things, 

hours of work w i t h  

- 1/See U . S .  GAO [19], pp. 15-7 to 15-8, 

- 2/These two uses are described in appendix I11 (Describe the  
model's components). Methods for  combining variables are 
given in Rummel [14], pp. 440-442 and Hie et al. C131, 
pp. 487-490. 

- 3/FOr more information on this top ic ,  see Sullivan and Feld-  
man C171. 
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3 .  An e v a l u a t o r  wan t s  t o  f i n d  the  effects of 
a program. The g e n e r a l  a p p r o a c h  is t o  
c o n s t r u c t  a model w i t h  m u l t i p l e  e f f e c t s .  
The evaluator can emphas ize  o n e  major pro- 
gram a c t i v i t y  and examine its e f f e c t  on 
program results and impacts,  which are 

. causally l i n k e d .  

- Results I rnpacts Program Activity 

The e v a l u a t o r  c a n  also c o n s t r u c t  a model 
w i t h  c a u s a l l y  l i n k e d  program activities 
and  m u l t i p l e ,  u n r e l a t e d  effects. 

Program Activities Effects .- 

4 .  The e v a l u a t o r  w a n t s  t o  know why a program 
h a d  a n  impact other t h a n  what w a s  e x p e c t e d .  
T h i s  could be a complex mode l ing  task 
r e q u i r i n g  t h e  e v a l u a t o r  t o  i d e n t i f y  program 
and nonprogram processes, t h e i r  i n t e r a c t i o n s ,  
and t h e i r  u l t i m a t e  "impact. 'I 

" " , ~ k  E x te ma I 
Factors 

1 
I 

Acthities 

Program 
Factors 

I 

, I rnpact 
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The evaluator could examine associations 
between external factors  and between 
external factors and program processes 
for possible indirect or reciprocal i n f l u -  
ences. 

5. An evaluator may also identify a program's 
impact on an observed causal sequence of 
events. This involves identifying how and 
where a program can intervene in the causal 
chain and alter its consequences. This 
model may resemble Suchman's intervening 
variable model (see chapter 2). 

ExtwMl Carsal Chain 

Precondition ____) Cause -b Effect ,-*Consequence 

f 
C 

A f 6 f 
Program Activities 

This situation requires searching for 
causes--internally a n d  externally--and then 
analyzing their impact. 

6. F o r  a final variation on analyzing impacts, 
an evaluator identifies a policy's impact. 
The evaluator identifies programs affected 
by the policy and analyzes t h e  programs' 
results, A general model for this situation 
may have this arrangement: 

Environment - Policy -b Program -w Inpact 

LIMITATIONS 

Causal analysis can be applied to many evaluation s i t u a -  
t i o n s .  Some causal  questions that an evaluator is likely to 
e n c o u n t e r ,  however, cannot be answered with causal analysis. 
For example, an evaluator cannot generally use the technique to 
predict a program's long-term e f f e c t s .  
a forecasting technique. Likewise, it cannot find optimal 
values to minimize costs and maximize benefits as linear pro- 
gramming can. 

Causal analysis is n o t  

Additionally, causal modeling does not provide a systematic 
w a y  of ( 1 )  knowing if a l l  relevant variables have been identi- 
fied and (2) d e c i d i n g  which variables to use,  although strong 
theory in a p a r t i c u l a r  substantive area makes these tasks eas ie r .  
Further, there is no s i n g l e ,  correct  model that explains the 
relations between causes and program results. Statistical tech- 
niques, such as path analysis, however, can i n d i c a t e  whether a 
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model is incorrect. Statistics (or science in general) can 
disprove theories, but can never ''prove'' them to be true.  
Becauae programs are dynamic, a model can only approximate a 
program's process at a particular t i m e .  A s  new data are 
gathered and as the program changes, the model will have to be 
updated. 

SUMMARY 

Asking causal questions is important in program evaluation. 
Causal analysis gives evaluators a'tool for examining cause and 
effect relations within and from outside a program. It combines 
qualitative and quantitative research techniques into a highly 
flexible and v e r s a t i l e  methodology that is applicable in numer- 
ous situations. 

Causal analysis, however, cannot  be used in a l l  situations. 
We have j u s t  presented a few limitations with the technique. 
Nevertheless, by using the technique carefully and appropriate- 
ly, an evaluator can gain important understandings of the logi- 
cal relationships underlying or influencing programs. Finally, 
causal analysis allows an evaluator to communicate findings 
f u l l y  and clearly to a variety of audiences. 
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A P El I1 APPENDIX I1 

an o t h e r  variables in the System a r e  p l a c e d  a t  the far l e f t .  
I d e p e n d e n t  variables t h a t  are i n f l u e n c e d  by o t h e r s  in the  
system ( i n t e r v e n i n g  variables) are placed i n  t h e  diagram's 
center. 1,' Residual variables are added to account for unex- 
plained v a r i a n c e  in the dependent and i n t e r v e n i n g  independent 
variables. 2 /  - 

c. Draw a l l  t h e o r e t i c a l l y  p l a u s i b l e  arrows: from each 
independent variable to the dependent v a r i a b l e ,  and to each 
independent v a r i a b l e  from each cause. Draw an arrow from each 
r e s i d u a l  to an "ef fec t"  variable ( t h a t  is, any variable t h a t  has 
arrow? leading to it). Two-headed curved arrows connect  vari- 
ables at t h e  f a r  left of t h e  diagram t h a t  are r e l a t e d ,  b u t  lack 
a spec i f i c  causa l  order. Whenever p o s s i b l e ,  s p e c i f y  the causal 
order. Later, when c a l c u l a t i n g  i n d i r e c t  paths, two-headed curved 
arrows may p r e s e n t  problems. With all the arrows drawn, t h e  
model i s  f u l l y  identified. 

A 3 

Internal 
factor 

( X I  1 

External 
factor 

( X *  I 

I - Program \ Program 
activity 

Independent variables: Internal factor, External 
factor,  and Program activity 

Oependent  variable : Program result 

Residual variables: A and 6 

I 1/Dye and Pollack [8], pp. 113-114. 

- 2/Land C123, pp. 6-7. 

1 
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APPEXDIY I I 

Step 2. Estimate the Path Coefficients 

A P P C N D I Y ,  L L  

a. Convert the path diagram into a series of regression 
equations in which first the dependent variable is regressed 
against all other  variables, and t h e n  the intervening variables 
are treated sequentially as dependent variables with their 
"causes" as independent v a r i a b l e s .  1/ Values f o r  the p a t h s  
( p a t h  coefficients) are calculated ? r o m  these equations. 

b. Solve t h e s e  equations using the regression proqram from 
a computer package such as SPSS or S A S .  2 /  The output provides 
t h e  information needed to calculate coefTicients for all the 
paths  in the diagram. 

- -Path coefficients between the independent 
and dependent variables are usually 
standardized partial regression coeffic- 
ients. 3 /  - 

--Paths from each residual to its dependent 
varia5I.e have coefficients calculated by: 4/ - 

d - 7  
2 

R (R-square) is the amount of variance 
explained by the equation for the particular 
dependent variable. 

l/For example, figure 11.1 can be represented by t w o  equations: - 
X = p  X + p  X + p  A 

3 31 1 32 2 3a 

x = P  x + p  X f p  X + p  B. ( 2 )  
4 41 1 42 2 43 3 4b 

Note t h a t  program activity ( X  ) acts as a dependent variable 
3 

i n  equation ( 1 )  and as a independent variable in equation ( 2 ) .  
Each path c o e f f i c i e n t  is identified by a symbol in t h e  form 
p , in which "i" indicates where t he  path is going to ( t h e  

effect) and " j "  indicates where it came from ( t h e  cause). 
ij 

2 / S e e  U.S.  GAO ClSl, pp. 15-7  to 15-8. - 
3/Asher [ Z ] ,  pp. 29-31. Unstandardized partial regression - 

coefficients are used when cornparing across samples or time 
periods, such as when comparing programs. 

4/Ibid., p. 31. - -  

I 

I 
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APPENDIX II APPENDIX I1 

--Paths connecting variables that lack a specific 
causal order ing  (two-headed curved arrows) have 
path coefficients calculated by the Pearson 
correlation, r. 1/ - 

Each of the three methods r e p r e s e n t s  the best available measure 
of t h e  relationship between the "cause" and "effect" variables. 

Step 3 .  Analyze the Model 

a. Does the model account for .  a sufficient amount of vari- 
ance (R-square) in the dependent  variable t h a t  is the  ultimate 
" e f f e c t "  being examined? 2 /  If not: - 

--make sure t h e  relationships are linear. 

--decide whether to u s e  d i f f e r e n t  or 
additional independent variables. 

--check t h e  data for measurement error. 

Convert non-linear relationships to linear ones by making appro- 
priate variable transformations, s u c h  as log transformation or 
h i g h e r  degree terms. 3 /  A decision to remove or add variables 
should be guided by knowledge about t h e  'program. 
verting, removing, 01; adding variables requires respecifying t he  
model and recalculating the path coefficients. If these revisions 
fail to increase R-square, t h e n  check t h e  data far measurement 
error, such as reporting errors, response variance, and errors 
in processing the data. 

Either con- 

b. Does the model violate any other statistical assump- 
t i o n s ?  (See figure 11.2) 

c. A r e  the path coefficients directionally correct? For 
example, if the internal factor is payroll staff s i z e  and the 
program activity is number of checks processed, then we expect 
the path coefficient to be positive (the number of checks pro- 
cessed increases when s t a f f  size increases). If the direction 
is unexpected,  make s u r e  the input data are accurate and that 
the program is process ing  them correctly before interpreting 
the  results. Don't automatically reject counter-intuitive 
results, since they may indicate variables t h a t  are incorrectly 
placed in the model or omitted. For example, increasing s t a f f  
size may not increase output if it causes overcrowding. 

1/Nie et al. c141, p. 390. - 
2/At the beginning of the evaluation, the evaluator s h o u l d  - 
determine an acceptable v a l u e  f o r  R - s q u a r e ,  

3/For a discussion on i d e n t i f y i n g  appropriate variable t r ans fo r -  - 
mations see  Hanushek and J a c k s o n  [91, pp. 96-101. 

I 
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F i g u r e  11.2 Statistical Assumptions and Implications 
for  Data Analysis 

Assumption Implications and Actions 

I nterva 1 Variables are measured on an interval 
level level scale. I n c l u d i n g  nominal and ordi- 
measurement nal data in the model probably will not 

introduce large er rors  in estimating t h e  
path coefficients u n l e s s  one collapses the 
categories too much. 1/ Simply treat t h e  
data as dummy var i ab le s  i n  the regression 
analysis. 2 /  - 

Hornoscedas- 
ticity 

The prediction errors are equally distributed 
at a l l  points on the regression l i n e  (homo- 
scedasticity). This condition is identified 
by examining scatter diagrams of each inde- 
pendent variable plotted against the resid- 
u a l s .  When the assumption is not met (called 
heteroscedasticity), a pattern emerges, s u c h  
as the one in f i g u r e  11.4. 3/ This is not a 
critical assumption since heteroscedastic 
res iduals  do not b i a s  the estimates of the 
regression coefficients. They do, however, 
bias estimates of the standard errors for the 
coefficients. If t h i s  i s  a problem, then 
another procedure (generalized least-squares) 
can be used for the regression computations. 4 /  - 

L i n e a r  and Relationship between variables is linear and 
additive additive in the parameters. This relationship 
relationships is identified by examining s c a t t e r  diagrams of 

the dependent variable plotted against each 
independent variable. If the relationships d o  
not appear reasonably linear, make the appro-  
priate variable transformations (for example, 
log transformations or a d d i n g  interaction 
terms). 5 /  T h e  violation of t h i s  assumption 
can produce a low R-square. 

1 2/Lyons c131; N i e  et al. C141, pp. 273-383 .  

4/Chiswick and Chiswick C63, p.  142 .  - 
5/Asher C23, p. 2 7 ;  Blalock [ S I ,  p .  44;  Wright C167,  p .  190. - 
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APPENDIX I1 APPENDIX I1 

Uncorrelated 
residuals 

Multicolli- 
nearity 

Measurement 
errors 

Each residual is uncorrelated with any inde- 
pendent variable directly affecting the de- 
pendent variable upon which it acts. Pairs 
of residuals are uncorrelated. Seduce t h e  
likelihood of having correlated residuals by 
including in the model as specific variables 
as many potentially disturbing influences as 
possible. T o o  many variables, however, will 
make the model unwieldy. 1/ This assumption 
can be relaxed when handled as in sirnul- 
taneous equation procedures. 2/ 

The correlations among variables are not so 
close to 1.0 that it is difficult to separate 
t h e  effects of one variable f r o m  another 
( l a c k  of multicollinearity). Multicollinearity 
may occur between independent variables in the 
same regression equation. When the correlation 
between a pair of variables is v e r y  h i g h  
(greater than .85) retain only one in the model 
or use a combined index. 3 /  

- 

- 
Measurements reflect the true value of each 
variable (low measurement error). Measurement 
errors produce biased estimates of the path 
coefficients. 4/  Rigorous quality cont ro l  
standards applied throughout the data collec- 
tion phase will reduce t h e  amount  of measure- 
ment error. 

Figure 11.3 Heteroxedastic Residuals 

R esi d u ais 

1/Dye and Pol l ack  [€I], p. 116. 

2/Krishnan Namboodiri et al. [11], pp. 522-526 .  

3/Althauser [l], p .  4 5 3 .  

4/Asher C23, p. 63. 

- 

- 

1 

I 

i 
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Step 4 .  Revise t h e  Model 

a. Delete paths that are  n e i t h e r  logical nor statistically 
significant. Two criteria are generally used to retain paths: I/ - 

--an arbitrary minimum path coefficient value, 
usually .OS, and/or 

--statistical significance at the .05 level 
(determined by the F-test). - 2/ 

No path should be deleted o n l y  because its value is insignifi- 
cant. If there are sound theoretical reasons for retaining a 
path, then it should be retained. 

b. Compute new path coefficients for t he  revised model 
following the procedures in step 2. 

c. Identify di rec t  influences by the single path connect- 
ing two variables. A di rec t  influence is measured by the path  
coefficient of that single path (see figure 11.4). 

d .  Identify indirect paths between all pairs of variables 
using these  ru le s :  3 /  - 

1. No path may pass through the same variable 
more than o n c e .  

2 .  No path may go backward on (against the 
direction of) an arrow after the path has 
gone forward on a different arrow. 

3 .  No path may pass through a double-headed 
curved arrow more than once in a single pa th .  

An easy way to apply these rules is to imagine trying to 
move from one variable to another in a path diagram without vio- 
lating a n y  rule. 

T h e  i n d i r e c t  paths are either causal (go ing  in the direction 
of a l l  arrows) or spurious (they begin by going  a g a i n s t  the direc- 
tion of an arrow). In figure 11.4, note that p p is not an 

indirect influence between X and X because’it violates rule 2. 
2 3, 

- 
42 43 

- 1/Land [12], p.  3 4 ;  Kerlinger and Pedhazur [lfll, p.  31!?. 

2/Consult a table of critical F-values to determine the signifi- 
cance. level. For an explanation of F-values, c o n s u l t  an 
introductory statistics t e x t  or Nie et al. C141, pp. 334-340. 

- 

- 3/Wright C161, p.  17. 

4 3  
1 
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Figure ll . 4  Calculating D i m  and fndirect Paths 

Variables 

Internal 
Factor 

D i r e c t  Illdirect Path 
P a t h  - Causal  Spur icus  

P 
31 
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Program 
Activitv 
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T 

Program 
Result 

I 

External 
Factor 

. 
P x x  

5 4  4 5  

$2 

F P +  
4 3  53 

P P P  * 
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P r P r  

Program 
Activity 

1 4  

X X  
2 3  

!+ 

P 
32 

I 

= P  
I 

12- 32 
P P  + 
31 43 

= P P  + 
1 2  32 43 

r P  
12 4 2  

P P  + 
31 53 

P P P  + 
31 43 54 
= P P  + 
12 32 53 

= P P F +  
12 3 2  43 54  

= P P  
12 4 2  5 4  

r P  
12 31 
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e. Calculate indirect i n f l u e n c e s  be tween a l l  pairs of 
variables by multiplying the path coefficients for each indirect 
path segment. The sum of the indirect paths equals the total 
indirnct influence between two variables. In figure 11.4, the 
total indirect influence of X on X is the sum of three i n d i -  

rect paths: p p + r p p + 1: p . 1/ 
1 4 

- 
3 1  43 12 3 2  43 12 4 2  

With a complex model it is easy  to miss paths. Indirect 
influences, in particular, should be checked either by reapply- 
ing these rules or by using different procedures, such as 
Blalock's algorithm. 2/  

I 

f, For each pair of variables, add together the direct and 
indirect path coefficients. This sum should approximate the 
Pearson correlation (r) between the variables.  As a r u l e  of 
thumb, the t w o  values should differ by less than . 0 5 .  3/ If 
they d i f f e r  by more than * 0 5 ,  then too many paths may Eave been 
deleted or a significant variable may be missing from the model 4/  
and it should be revised. 

- 

High spurious values (indicating paths that begin by going 
against the direction of the arrow) may also indicate t h a t  the 
model is specified incorrectly. 5/ - 

g. Keep revising t h e  model until the sum of direct and in- 
direct  influences between most pairs of variables equals or is 
close in value to the i r  correlation. 

h. Compute path coefficients f o r  the f i n a l  model following 
the procedures in s t e p  2 .  

l/This example points to a disadvantage of using curved arrows. - 
The latter t w o  path segments are through the two-headed curved 
arrow (r ) .  By including these segments, e v a l u a t o r s  may be 

overestimating the i n d i r e c t  effect of X on X , if X is 

actually causing a change in X 

segments would be spurious). Hence, it is preferable, where 
possible, to s p e c i f y  the direction of causation, especially 
among variables t h a t  can be manipulated. 

1 2  

1 4 2 
(in which case these t w o  path 

1 

2/Krishnan Namboodiri e t  al. [ll], pp. 461-462. - 
3/Kerlinger and Pedhazur [ l o ] ,  p .  318 .  - 
- 4/Billings and Wroten [ 4 ] ,  p.  684. 

5 /  Ibid. -- 

4 5  - 
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Step 5 .  Intermet the Path Diaaram 

a. 
diagram. In addition to relative values f o r  direct and indirect 
influences, - 1/ path analysis provides: 

Examine the information contained in the final path  

--the proportion of total var ia t ion  in 
the dependent variable (explained by 
t h e  regression output, R-squpre) . 

--the portion of the dependent variable 
for which the independent variable is 
directly responsible (measured by the 
squared path coefficient). 2/ - 

b. Evaluators can use this information to help  to deter- 
mine if they have included a sufficient number of causes in t h e  
model (indicated by R-square); if they have included the "best" 
causes 3 /  (by examining the squared path coefficient): and if 
the causa l  ordering is appropriate (indicated by low spurious 
influences). Additionally, by examining the influence of i n t e r -  
vening variables, they may discover high indirect effects t h a t  
were not evident in the causal model. 

1/The strength of direct and indirect paths is relative to what 
variables have been included, and is, therefore, a function 
of t h e  model's completeness. 

- 

- 2/Wright cl61, p.  164. 

3/Peculiarities of the sample drawn may have determined the - 
"bes t"  Variables. With a different sample, other  variables 
may explain more variance in the dependent variable. 

E 

I 
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CAUSAL ANALYSIS OF PAROLE OUTCOMES 

This appendix presents an example of applying c a u s a l  
modeling to evaluate parole outcomes. First, a sequence of 
behavior that might e x p l a i n  parole outcomes and could be a l tered  
by a parole program are hypothesized. Then a causal model using 
previously collected data is developed. 1/ Finally, path analy- 
sis is used to test the model's validity. 

SELECTING VARIABLES TO STUDY 

Establish the Evaluation's Focus 

The first step in developing a causal model was to estab- 
lish the evaluation's focus. This effort was constrained by two 
factors.  First, the lack of a s i n g l e ,  strong theory to explain 
criminal activity or to predict parole outcomes left us without 
a sound theoretical base. Second, the available data was limit- 
ed to information on 277 inmates in a maximum security peniten- 
tiary. 2/ This data base did not include program information 
such as-funding, staff, activities, or explicit goals. There- 
fore, a general causal model (see figure 111.1) t h a t  focussed 
on parolee's behavior and background was specified. 

This general causal model, based on Suchman's model of 
intervening variable analysis, 3 /  hypothesizes a social condi- 
tion that parole programs can a'itempt to a l t e r .  Suchman views 
programs as a form of intervention trying to prevent undesir- 
able effects by manipulating intervening variables in a known 
causal sequence. The hypothesis is that an individual's demo- 
graphic and psychological characteristics i n f l u e n c e  criminal 
activity, which, in turn, influences parole outcome. Criminal 
activity certainly precedes parole- Does it, however, directly 
influence parole outcomes? Testing this hypothesis is the 
focus  1 

- 1/The data base used in this chapter was collected on actual 
parolees; however, the  parole program is hypothetical .  The 
causal models depicted in this appendix, although realistic, 
do n o t  portray a specific program. 

- 2/The inmates (all male) w e r e  consecutively admitted to the Ohio 
Penitentiary from October to December 1967. 
demographic, psychological, and criminal history information 
about the inmates was gathered. In 1978, the information was 
updated from parole and criminal records. See Dynes [2] and 
Allen 113 for additional information. 

At t h a t  time, 

1 

1 

3/Suchman C81, pp. 173-176. - 

1 

49 
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Figure 111. 1 General Causal Model Explaining Parole Outcome 

Preconditions Effects - Causes 

criminal parole dem ogra p hi c 
and psychological - activity - OutcOme 
characteristics v 

Proamm Intervention 

parole activities, such as: 
I counseling . treat men t 
. skill development 
. community security 

SDecifv the Immrtant Variables 

The next s t e p  was to replace the general model with a few 
variables from the data base. In theory, w e  could have con- 
structed a model that  included all variables. In practice, how- 
ever, p a t h  analysis assumptions (such as multicollinearity) pre- 
vented us from including many variables. 

Selecting the "effect" (dependent variable)  was easy; num- 
ber  of parole violations was the only available measure of 
parole outcome. Reducing fifty-nine potential causes or pre- 
conditions to a few, however, was difficult. Interviewing 
government and academic experts and reviewing literature on 
assessing parole outcomes I/ provided little help in solving the 
problem, s i n c e  they revealed numeraus theories and variables. 
Therefore,  three statistical techniques were used to reduce the 
data set, each producing a l i s t  of similar causes.  

First, correlations between all potential independent vari- 
ables and t he  dependent variable were computed. After identify- 
i n g  34 variables most h i g h l y  correlated with the dependent vari- 
able, t h e  intercorrelations between all pairs of these variables 
w e r e  examined. High intercorrelations (above .85> indicated t h a t  
the effects of the two variables could not be separated (called 
multicollinearity) and, therefore, only one of the pair or a 
composite index could be used in path analysis. T h e  four inde- 
pendent variables chosen had both h i g h  correlations with parole 
violations (the dependent variable) and low correlations with 

l/Gottfredson et al. C3],  pp. 43-47 ,  conducted an extensive 
Titerature revlew. - 
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each Other, and covered the three general categories 
(demographic and psychological characteristics and criminal 
activity). These independent variables were: 

--socioeconomic s t a t u s ,  

--'months in military service, 

--sociopathic classification, 1/ and ' - 
--months incarcerated. 

Using another statistical technique, factor analysis, 2/ 
variables with high factor loadings were combined i n t o  indices 3/ 
to use as independent variables. Ten factors  were selected as 
a first cut-off because they accounted for 60 percent of the 
variance in all t he  data. Those are listed i n  f i g u r e  111.2. 
The number of factors was further reduced based on the following 
criteria: 

- 

--Factors 2 and 3 included similar variables 
pertaining t o  criminal record from different 
time periods. Factor 2 was kept because it 
included lifetime data a n d  it accounted for 
more variance. . 

--Factor 4 represented the dependent variable, 
parole violations, It was, therefore, deleted 
from the  list of causes. 

--Factors 7, 9, and 10 were deleted because two 
criminal justice f a c t o r s  had been already iden- 
tified (1 and 2) t h a t  accounted for more variance. 

This l e f t  the following f i v e  factors: 

--institutionalization (measured by f o u r  incar- 
ceration variables), 

--criminal record (arrest and conviction data), 

- l/Sociopathic classification is a s c a l e  ranging from normal 
individual to hostile sociopath. The scale combines three 
psychological scales,  number of arrests since age 18, percen- 
tage of life incarcera ted  since age 18, and number of escapes. 
Dynes [ 2 ] ,  p. 46. 

- 2/Chapter 3 (Identifying underlying concepts) defines factor 
analysis and shows a brief example. 

3/We used the procedure described by Rummel [7], pp. 440-442.  - 

I 
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APPENDIX n r  
F i g u r e  111.2 The F i r s t  10 Factors and.Salient Variables 

Factor 1. Institutionalization 

Incarcerations (pre 6 7 )  
Months Incarcerated (pre 67) 
Months Incarcerated Since Age 18 (pre 67) 
Months Incarcerated (lifetime) 

Factor 2 .  Criminal Record (pre 67  and lifetime) 

Arrests (pre 67) 
Convictions (pre 67) 
Arrests (lifetime) 
Convictions (lifetime) 

Factor 3 .  Criminal Record (68-78) 

Arrests (68-78) 
Convictions (68-78) 
Incarcerations (68-78) 
Paroles (68-78) 

Factor 4 .  Reintegration 

Parole Violations (pre 6 7 )  
Parole and Probation Violations (pre 67) 
Parole Violations (lifetime) 

Factor 5 .  Marriage 

Marital Status 
Times Wed 

Factor  6. 

Age 
Age at First Conviction 

Factor 7. Probations 

Probations (pre 67) 
Probations (lifetime) 

Factor 8 .  Alienation 

Anomie scale 
Criminality Level Index 

Factor 9. SuDeL-vision 

Supervision Level 

Factor 10. Probations (68-78) 

Probations (68-78) 

rcI R 
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--marriage ( m a r i t a l  status and times wed) ,  

--age, and 

--alienation (psychological and criminality 
level test scores). 

APPENDIX I11 

Finally, for  each factor between t w o  and f o u r  variables 
with the highest factor  loadings were identified, These were 
considered to be the "best" measures for  the respective factors.  
This initial list of 14 variables was reduced to five by selec- 
ting variables with low intercorrelations and by selecting only 
one variable from each factor. The third and final list of 
independent variables w a s :  

--months incarcerated, 

--number of arrests, 

--marital status, 

--age at first conviction, and 

--alienation. - 1/ 
O n e  causal model from each of the three lists of causes was 

constructed. The third list produced a model that accounted for 
slightly more variance ( 2 2 % )  in the dependent variable than the 
others ( 1 5 %  and 208, respectively). The model produced by the 
th ird  list is used in the remainder of the discussion. 

MAKING ASSUMPTIONS ABOUT CAUSAL RELATIONSHIPS 

The five independent variables and the dependent variable 
were arranged in the causal sequence i n  figure 111.3. The demo- 
graphic and psychological characteristics were assumed to be re- 
lated: however, the causal order between them w a s  not specified. 

This model hypothesizes that changes in age, marital stat- 
us, a n d  alienation lead t o  changes in t h e  number of lifetime 
arrests and months incarcerated, which "causes" changes in the 
number of parole violations. For example, this model assumes 
that people who are young when first convicted, divorced or 
separated, and alienated would have more lifetime arrests, spend 
more time incarcerated, and have more parole violations t h a n  
those who lacked these initial characteristics. In addition, 
the model hypothesizes t h a t  the demographic and psychological 
variables are affecting each other- For example,-people who 
are alienated may be younger when first convicted or vice versa .  

- l/Measured by the Anomie psychological test score. 
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Figure 111.3 Initial Causal Model For Determining Parole Outcomes 

. Independent Variables Dependent Variables 

0 ernogra p hic 
characteristics 

aga at fint conviction 
a marital status 

Criminal activity Parole outcome 

arrests parole 

Psychological 
characteristics 

0 alienation 

One limitation to t h i s  model is that the relationships may 
be due to other factors. Because of numerous and sometimes con- 
flicting theories of criminal.behavior, we cannot identify, much 
less include in the model, all cause8 of parole outcome. 

Furthermore, t he  model does not include intervening program 
variables. Because w e  lacked data, w e  did not include program 
processes that could intervene in this sequence. Program 
activities (such as counseling, drug and alcohol treatment, 
skill development, and community security) and resources (includ- 
ing f u n d i n g  and s t a f f  size) could  form a sub-model influencing 
parole outcome. 

TESTING THE MODEL'S ADEQUACY 

Path analysis teats the model's validity and determines the 
relative s t r e n g t h  of the assumed causal relationships. 
a path diagram o f  the  causal model was developed (see figure 
111.4). Residual terms ( A ,  B, and C) were added to accoun t  for 
outside i n f l u e n c e s .  

Firs t ,  

Marital status was treated as a dummy 
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variable--married and divorced/separated. 1/ 
arrows were drawn, 2/  the diagram was fully identified. 

Figure I 11.4 Preliminary Path Diagram 

Since all likely 
- 

A C 

B 

Calculate the Path Coefficients 

To compute path coefficients, each "effect" variable-- 
arrests, months incarcerated, and parole violations--was 

1/An individual who f e l l  into neither of these categories was 
single. Single can be considered a reference category by 
which t he  effects of the other dummy categories should be 
interpreted. For more information on creating and inter- 
preting dummy variables see Nie et al. [SI, pp. 374-375. 

- 

2/It was assumed that marital status had no d i r e c t  affect on - 
months incarcerated. 
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regreseed against its "causes." 1/ A partial listing of 
computer output from the SPSS regression subprogram is displayed 
in figure 111.5. 

To calculate the path coefficients, three procedures were 
used. First, the values for direct paths between variables were 
read from the computer o u t p u t  (the "beta" 2/ values in figure 
111.5). 
at first conviction to arrests had a value of -.30. 3 /  

For example, it was determined thgt the path from age 
- 

Second, the paths from residual terms were calculated 
as: 

I 

1 

c 2 
where R is the amount of variance explained by the equation. 
Thus, the path between the residual A and arrests was: 

Third, when a relationship between two variables lacked a 
specified causal ordering, the  association was described by the 
Pearson correlation, r s  The computer generated this statistic 
for  all pairs of variables. For example, the path between age 
at first conviction and married equaled the.correlation between 
the t w o  (.07). 

The preliminary path diagram, with path coefficients, is 1 
1 
Y 

illustrated in figure 111.6. 

Analyzing the Model c 

The preliminary model was examined to determine if it 
accounted for a reasonable amount of variance in the dependent 
variable (R-square) and to decide whether any statistical 
assumptions were being violated. 

- l/Three regression equations were specified, First, regressing 
arrests against age at f irs t  conviction, married, divorced/ I; 
separated, and alienation. Second, regressing months incarce- ! 
rated against age at first conviction, alienation, and arrests. 1 
Third, regressing parole violations against all other vari- 3 
ables. i 

- 2/Standardized partial regression coefficients. 

- 3/The minus sign indicates that the value of one variable 1 
I 
i 
! 
i 

increases as the other decreases. 
first convicted, the fewer lifetime arrests likely. 

The older a person is when 
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Dependent variable Arrests 

R-Square = . 1 3  

Independent variables Beta F - 

Dependent variable Months incarcerated 

R-Sauare = ,23 

Independent variables 

AGEFC 
Alienation 
Arrests 

Beta 

-.3L -. 14 
.27 

F - 
2 2 . 7 4  
4.98 

18 37 

Dependent variable Parole violations 

Independent variables 

AGEFC 
Married 
Divorccd/Separated 
Alienation 

Month B I nca rcera ted 

Pearson Correlations (t) 

A r r e s t 8  

--_-_--L----------_-_I_L___ 

Mar- 
AGEFC ried 

Beta 

.002 -. 1 2  
- e 0 0 3  
- .02 
.12 
b 3 0  

F - 
.on2 

2 . 3 7  
, 002  
.06 

28.07 
2 .86  

Divor- 
ced/ . A l i e n a -  Month8 Parole 
Sep. tion Arrests Incar. Vio. 

AGEFC 1.00 
Married e 0 7  1-00 
DFvorced/Sep -09 -.61 1.00 
Alienation -.11 -.OS - 0 4  1.00 
Arrests - . 2 8  -.17 .20 -.02 1 .oo 
Months Incar -e37 -.11 e 0 6  -.11 36 
Parole Vio. - a 1 8  - e 1 8  -11 

1 .oo 
- .os  27 43 1.00 
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Figun llt.6 Preliminary Modrl with Path Vllulsr 

A 

This model accounted for 22 percent of the variation in 
parole violations. This w a s  considered acceptable, since t h e  
remaining variance may be accounted for  by the many additional 
causes of criminal behavior identified in the literature 1/ 
but not included in the model, - 

At this time, w e  also reviewed the statistical assumptions. 

Generally curvilinear relationships between variables 

Since numerous variable transformations failed to 

Particularly, w e  examined scat ter  diagrams for linear relation- 
sh ips .  
also contributed to the low variance (R-square) explained by 
the model. 
increase the linearity, the original untransformed variables 
were retained. 

l/Pritchard [ 6 3 ,  pp. 15-21+ - 
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R e v i s e  the Model 

T o  make t h e  model as simple a s  p o s s i b l e ,  paths  t h a t  d i d  
n o t  expla in  a s i g n i f i c a n t  amount of  v a r i a t i o n  i n  the  d e p e n d e n t  
v a r i a b l e  were e l imina ted .  Two pa ths  w i t h  v a l u e s  below . 05  were 
d e l e t e d .  - 1/ 

N e w  path c o e f f i c i e n t s  f o r  t h e  revised model  ( s h o w n  i n  
f i g u r e  111.7) w e r e  c a l c u l a t e d  and checked t o  determine i f  t h i s  
model represented t h e  a c t u a l  r e l a t i o n s h i p s  i n  t h e  da t a  ( t h e  
Pearson c o r r e l a t i o n ,  r ,  between two v a r i a b l e s ) .  

The c o r r e l a t i o n  between any two v a r i a b l e s  i n  t h e  nodel can 
be decomposed i n t o  t h e  s u m  of d i r e c t  and i n d i r e c t  pa th  c o e f f i -  
c i e n t s .  ( A n  i n d i r e c t  path is t h e  product of t h e  c o e f f i c i e n t s  
f o r  t h e  d i r e c t  pa ths  comprising it. 2 / )  The sum of t he  d i r e c t  
and i n d i r e c t  pa ths  should approximate t h e  Pearson c o r r e l a t i o n  
(r) between t h e  v a r i a b l e s .  A s  a rule of thumb, i f  t h e  sum of 
t h e  pa ths  i s  wi th in  .05 of t h e  c o r r e l a t i o n  value,  t h e  model i s  
v i a b l e .  3 /  I f  not, too  many p a t h s  may have been de l e t ed  o r  t h e  
model may conta in  too many in te rvening  v a r i a b l e s .  
i n d i r e c t  pa ths  are  calculated by mul t ip ly ing  values  less than 
o n e ,  t h e  more in t e rven ing  v a r i a b l e s  loca ted  a long  a pa th ,  t h e  
l o w e r  t h e  i n d i r e c t  p a t h ’ s  va lue .}  

(Because 

For example, t h e  Pearson c o r r e l a t i o n  between a r r e s t s  and 
parole v i o l a t i o n s  was . 2 7  (read from t h e  computer output i n  
f i g u r e  111.5). This should approximate t h e  sum of d i r e c t  and 
i n d i r e c t  pa ths  between t h e  t w o  v a r i a b l e s .  The d i r e c t  path was 
.12. The i n d i r e c t  path was through months inca rce ra t ed  ( . 2 7  x 
. 3 8  = . l o ) .  

The t o t a l  e f f e c t  was t h e  sum of t h e  d i r e c t  a n d  indirect 
pa ths  (.12 + .lo = . 2 2 ) .  I n  t h i s  case, t h e  observed co r re l a -  
t i o n  (.27) and the computed c o r r e l a t i o n  ( . 2 2 )  differed by .05, 
i n d i c a t i n g  that the model reasonably represented the  a c t u a l  
r e l a t i o n s h i p s  between these two v a r i a b l e s .  

l/These two pa ths  were from aqe a t  f i r s t  convic t ion  and a l i e n a -  - 
t i o n  t o  p a r o l e  v i o l a t i o n s .  The two v a r i a b l e s  t h a t  formed 
marital s t a t u s  w e r e  treated a s  a unit--when t h e  path from o n l y  
one v a r i a b l e  w a s  s i g n i f i c a n t ,  both pa ths  were r e t a i n e d .  F o r  
this reason,  t h e  pa ths  f r o m  married to a r r e s t s  and  f r o m  d i -  
vorced/separated t o  parole v i o l a t i o n s  were kept. 

- 2/The s p e c i f i c  rules fo r  computing values for i n d i r e c t  pa ths  
. a r e  i n  appendix I1 ( S t e p  4. Revise t h e  Model). 

i 

! 

- 3/Kerl inger  and Pedhazur C4], p. 318. 
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Figure I II 7 Revrsed Model For Determining Parole Outcomes U sing Path Analysis 
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viol at ions 
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In f i g u r e  111.8, t h e  entire model w a s  decomposed i n t o  
d i r e c t ,  i n d i r e c t ,  a n d  spur ious  pa ths .  ( A  spur ious  path begins  
by  going  a g a i n s t  t h e  c a u s a l  f l o w . )  A high spur ious  value - may 
i n d i c a t e  t h a t  the causa l  order is s p e c i f i e d  i n c o r r e c t l y .  For 
example, t h e  spur ious  r e l a t i o n s h i p  between months i nca rce ra t ed  
and a r r e s t s  (.09) w a s  produced by pa ths  through age a t  f i r s t  
conv ic t ion  and a l i e n a t i o n .  By r eve r s ing  t h e  causa l  order  
between age a t  first convic t ion  and a r r e s t s ,  the spurious rela- 
t i o n s h i p  would become i n d i r e c t .  O f  course,  t h i s  change w o u l d  
be illogical and was no t  made. Decisions t o  reverse arrows 
should be based o n  theory or knowledge of t i m e  sequences; it 
s h o u l d  not  be based on coefficient size. 

I n t e r p r e t  t h e  Path Diagram 

By examining the  f i n a l  path diagram and the decomposition 
into ? i r e c t  and i n d i r e c t  paths, knowledge about t h e  assumed 
causal r e l a t i o n s h i p s  w a s  cjained. F i r s t ,  it w a s  learned t h a t  t he  
m o d e l  accounted f o r  22  pe rcen t  of t h e  var iance i n  p a r o l e  v io la -  
t i o n s ,  which w a s  considered acceptab le .  Second, by examining 
spur ious  i n f l u e n c e s ,  o n e  could be reasonably confident t h a t  t h e  
hypothesized c a u s a l  o r d e r  w a s  c o r r e c t .  Third,  t h e  r e l a t i v e  
s t r e n g t h  of d i r e c t  and indirect pa ths  could be compared, F o r  

F 
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F i g u r e  111.8 Direct and I n d i r e c t  Pa ths  

---I--- .---- ~ - - - _ - - -  - -- -- 
airect I n d i r e c t  Tota I Indirect 

Carrela- C a u s a l  Causal Causal Spurious 
Paths F a t h s  __ - Va r i a b 1 e s t i o n s  Pa ths  P a t h s  
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example, nearly half the t o t a l  influence ( . 2 2 )  of  arrests on 
parole violations was indirect (.lo) 

SUMMARY 

This appendix discussed an example of using causal analysis 
to evaluate parole outcomes. In developing the parole outcome 
model, however, limitations of the technique were e v i d e n t .  
C a u s a l  analysis cannot prove that causal relationships exist n o r  
ensure t h a t  all relevant factors are included. 

The technique pointed t o  the interactions among the six 
variables. We know that the f i v e  independent variables do not 
completely explain parole outcomes. We do not know, however, 
which variables to add t o  the model o r  whether more fundamental 
causes are responsible for the relationships. 

Nevertheless, causa l  analysis can provide valuable program 
information. When guided by strong theory, an evaluator can 
construct a model with most of the significant variables-- 
including manipulable program variables. Such  a model. would 
help evaluators and program managers to understand how t h e  pro- 
gram can intervene in a hypothetical social condition and modify 
the consequences. Further, they could  test the model's adequacy 
&:id compare the relative strength of program and non-program 
influences. Causal analysis could, t h u s ,  provide program rnana- 
gers with useful insights f o r  program planning and implementa- 
tion. 
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Re: causal AM-lysis: 
Relationship in Program Evdluatims 

A Method To Identify and T e s t  Cause and Effect 

m e s t :  P l e a s e  respcad to the follwing questions and return to 
Eleanor olelimsky, D i r e c t o r ,  Institute for P r e p a m  M u a t i o n .  

1. HaJ w l d  ycu rate the job-related usefulness of t h i s  report? 
c 

S u h t a n -  very 
Little or scme Mcdarate tial Great 
NO U t i l i t y  u t i l i t y  Utility Utility U t i E t y  

Chap. 1: discussion of 

Chap. 2: eausalrrrsdeling 
d.ap. 3:  path analysis 
Chap. 4: cawa.3, analysis 

cases 
Appenaix 11: steps in 

data analysis 
Appmdix 111: causal 

analysis of 
parole cutaxes 

causality 

Repart as a whole 

1-7 
7 7  
- 7-7 

t 
1 

1 
1 
1 

2 .  Has th is  document been useful on any of ycux imnediate job task? 
an example? Can you give 

1 
i 

3 *  W helpful will it be for desiqning a d  understanding future evaluation 
studies? Can you give an example? 

4. What suggesticms do you have for imp- W doclrment? 

5 .  W b t  topics w x l d  y w  Like to see discuss& in future evaluation methdology 
transfer paws? 
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